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1 Introduction

Precision measurements at the Large Hadron Collider (LHC) [1, 2] play a crucial role in the study of

the Standard Model (SM), especially in the absence of clear indications of physics beyond the SM. An

important process in this context is the production of colour singlets, such as a boson and a photon

( ), in association with QCD radiation, that are sensitive to hadronic activity through kinematic recoil.

Di erential distributions can be used to test models that are used as inputs in determining parton density

functions (PDF) [3], Parton Shower (PS) predictions [4], or xed-order QCD calculations of di erential

distributions with resummation of Sudakov logarithms [5, 6].

In phase-space regions where the transverse momentum ( ) of the system is much smaller than the mass of

the colour singlet , which can stand for the (or ) system, xed order QCD calculations are dominated

by Sudakov logarithm terms caused by soft and collinear emission of the order of ln ( / ), where

is the xed order considered and the next one. These terms are usually treated by resummation [5] and can

give very precise predictions at next-to-leading logarithmic (NLL) and up to next-to-next-to-next-to-leading

logarithmic (N3LL) [7]. It is important to test these resummation models in phase-space regions where

the logarithm terms dominate, meaning where the hard scale of the process ( ) is much larger than

the di erential observable ( ) considered. This phase-space of interest can be probed by measuring an

observable sensitive to the hard scatter as a function of another observable which probes additional soft

radiation. This is done with 2D distributions including a “hard variable” and a “resolution variable”.

“Hard variable” denotes an observable that represents the hard scale of the process, which is non-zero at

leading order (LO); e.g. , , , and their linear combinations. “Resolution variable” refers to an

observable that is sensitive to additional, soft or collinear, QCD radiation; these observables are zero at LO

and take non-zero values only beyond LO, e.g or jet.

Measurements of has been shown able to probe important parameters of the SM predictions [8, 9], by

looking for discrepancies from the SM predictions in the di erential cross sections. Such measurements

can also be used to search for physics beyond the SM. One example is given by the axion-like particles

(ALPs) [10], which are introduced to solve the strong CP problem and are considered as Dark Matter

candidates [11]. However, studies done at LEP [12–14], the Tevatron [15, 16], and the LHC [17–19]

have not found any evidence of new physics so far. All these measurements did not include any dedicated

study of the jet activity.

The analysis presented here studies di erential cross sections of QCD-related observables associated with

the process. The analysis uses the full dataset of proton-proton ( ) collisions, produced by the LHC

during the 2015 2018 Run-2 at a centre-of-mass energy of = 13 TeV, and recorded by the ATLAS

detector. The study builds on an analysis performed by ATLAS at = 13 TeV [18], which focused on

more inclusive observables. Only bosons decaying into pairs of either electrons or muons, +

(with = , ), are considered. This is both due to the possibility to fully reconstruct the nal state, and a

relatively large cross section with a small background. Events are selected by requiring the invariant mass

of the two leptons, , to be greater than 40 GeV, and the sum of the mass of the dilepton system and the

mass of the system, + , to be greater than 182 GeV. These selections de ne a phase-space

that is enriched in photons from initial state radiation (ISR), such as shown in Fig. 1 (a), with reduced

contributions from photons radiated o leptons, called nal state radiation (FSR), shown in Fig. 1 (b).

Di erential cross-sections of production and jets activity provide sensitive tests of QCD predictions.

Data are compared to generators with multileg matrix elements with parton shower and hadronization,
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reconstruction and analysis of real and simulated data, in detector operations, and in the trigger and data

acquisition systems of the experiment.

3 Data and simulated samples

The data used in this analysis were produced by the LHC in collisions in Run 2, and after passing the

data quality criteria [28], the total integrated luminosity recorded by the ATLAS detector is 139 fb 1. The

uncertainty in the luminosity is 1.7% [29] and is obtained from measurements with the LUCID-2 detector

[30].

Three di erent Monte Carlo samples are used to simulate the process. The nominal sample is generated

using the program S 2.2.11 with matrix elements up to one additional parton at NLO and with up to

three additional partons at LO. The PS merging is performed withMEPS@NLO [31–34]. The PDF set

is NNPDF3.0nnlo [35], with an additional set of tuned PS parameters developed by the S authors.

Frixione isolation [36] is applied to the photon with the parameter choices 0 = 0.1, = 0.1 and = 2.

This sample requires the transverse momentum of the photon,
T
, to be greater than 7 GeV. Throughout

the paper the signal estimate refers to this sample unless it is otherwise speci ed.

A second sample has been produced using the program S 2.2.4, with matrix elements up to three

additional partons at leading order (LO) in QCD. The PS merging is performed withMEPS@NLO. The

PDF set used is NNPDF3.0nnlo. The sample is sliced in
T
, to enhance the statistics at high transverse

momenta. In the generation,
T
is required to be larger than 7 GeV. Frixion isolation is also applied to this

sample, with the same cuts as the S 2.2.11 sample.

An third sample is generated using the programM G 5_aMC@NLO 2.3.3 [21] containing NLO

matrix elements with up to one extra parton, using the NNPDF3.0nlo _as_0118 PDF set [37]. This sample

has the same Frixione isolation cuts as the S samples.

Simulated samples of the electroweak production of are generated using the programMadGraph5_aMC@NLO

2.6.5 [21] at leading order (LO) accuracy, using the NNPDF3.0lo PDF set [37]. It is interfaced with

P 8.240 [38] for parton showering, hadronisation, and underlying events.

The main backgrounds to the signal arise from boson produced in association with jets, top pair and

single top produced in association with photons, diboson and triboson events, and multiple interactions,

called pile-up events.

The boson in association with jets ( + jets) MC samples used in this analysis is generated using the

P B v1MC generator [39–42], with NLO accuracy of the hard-scattering processes. It is interfaced

to P 8.186 [38] for the modelling of the PS, hadronisation, and underlying events, with parameters

set according to the AZNLO tune [43]. The CT10 PDF set [44] is used for the hard-scattering processes,

whereas the CTEQ6L1 PDF set [45] is used for the PS. This background is normalized to the internal cross

section from the generator.

The MC samples of the production of one or two top quarks and a photon ( ¯ and ) is generated

using the program M G 5_aMC@NLO v2.3.3 [21] at LO with the NNPDF2.3lo [37] PDF set. The

events are interfaced with P 8.212 [46] using the A14 tune [47] and the NNPDF2.3lo PDF set. These

samples are normalised to their NLO cross section [48, 49].
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Process Generator Order PDF Set PS/UE/MPI

+jets S 2.2.11 0,1j @NLO+2,3,4j @LO NNPDF3.0nnlo S 2.2.11

+jets S 2.2.4 0,1,2,3 j@ LO NNPDF3.0nnlo S 2.2.4

+jets MadGraph 0,1j @NLO NNPDF3.0nlo _as_0118 P 8.212

+ jets P B 0j @NLO CT10 P 8.186
¯ / M G 5_aMC@NLO LO NNPDF2.3lo P 8.212

/ ±
S 2.2.2 0,1j @NLO + 2,3j @LO NNPDF3.0nnlo S 2.2.2

/ S 2.2.11 0j @NLO + 1,2j @LO N30NNLO S 2.2.5

EW MadGraph 0j @LO NNPDF3.0lo P 8.240

Table 1: Summary of MC samples used in the analysis.

The MC samples of diboson processes, such as and ± , are generated with S

2.2.2 at NLO with up to one additional parton using the NNPDF3.0nnlo NNLO PDF set. and

also constitute a small background and are produced with S 2.2.11 at NLO with zero jets, using the

N30NNLO PDF set. The multiboson background are normalized to the S cross section.

For all these MC samples, pile-up from additional collisions in the same and neighbouring bunch

crossings is simulated by overlaying each MC event with a variable number of simulated inelastic

collisions generated using P 8.186 with the ATLAS set of tuned parameters for minimum bias events

(A2 tune) [50]. The MC events are weighted (“pile-up reweighting”) to reproduce the distribution of the

average number of interactions per bunch crossing observed in the data. All the samples of generated events

were passed through the G 4-based [51] ATLAS detector- and trigger-simulation programs [52]. They

were reconstructed and analysed by the same program chain as the data.

Table 1 gives an overview of the generators used in this analysis, their precision in QCD and the PDF set

used.

3.1 Additional theory predictions

NNLO predictions matched to PS are compared to the results presented in Section 9. These predictions are

taken from Ref. [23], where P B [53] is used to generate NLO events with a NNLO extension

based on the MiNNLO [22] method. This method has been extended to genuine 2 2 processes that

include the NNLO correction directly during generation. Photon infrared-safe predictions are obtained

by imposing the same Frixione isolation parameters as for the nominal MC, S 2.2.11. The central

renormalization and factorization scales are set to ,0 = ,0 = . Events are generated using the

NNPDF3.0nnlo PDF set with the strong coupling constant set to ( ) = 0.118.

Additionally, xed order QCD calculations are also considered using the software MATRIX [24, 25], with

CT14nnlo PDF [54]. Frixione isolation parameters are the same as in the nominal MC sample, Sherpa

2.2.11. MATRIX predictions are obtained at Born level (parton level), since no QED radiation is present,

while the results obtained with the Sherpa 2.2.11 MC are at particle level. For this reason corrections are

applied to the xed order calculations to compare the calculations with the results. These corrections are

calculated by comparing Born level leptons to “dressed leptons”. Leptons are “dressed”, when they are

corrected for collinear photon radiation: the four-momenta of photons not from hadrons decays that fall

within < 0.1 of a lepton are added to its four-momentum. Additionally, MATRIX does not include

non-perturbative e ects, and corrections are applied to compare to the measurements. These corrections

are obtained by calculating the ratio of the MC cross section with and without hadronization e ects turned
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on. The MC sample is generated withM G 5_aMC@NLO with up to one extra parton at NLO in

the matrix element, and then interfaced with P 8 [46], using the ATLAS tune A14 [47].

4 Event selection

Events are selected if they contain at least one reconstructed vertex with at least two associated tracks

with T > 400MeV. In events with multiple vertices, the one with the highest
Õ

2

T
of associated tracks

is selected. Candidate events must also pass at least one unprescaled single muon or single electron

trigger [55, 56]. In the 2015 data taking period, the lowest T threshold was 24 GeV for the electron

trigger, and 20 GeV for the muon trigger. During the 2016 2018 data taking period, these thresholds were

both increased to 26 GeV and tighter isolation criteria were applied, to compensate for the increase in

instantaneous luminosity. Triggers with higher T threshold, but looser isolation, are also considered to

further increase the total data taking e ciency.

4.1 Lepton, photon, and jet selections

Photons and electrons are reconstructed starting from energy clusters in the ECAL. Electron candidates are

required to have a matching track in the ID. Photon candidates must have | | < 2.37 and T > 30 GeV,

while electron candidates must have | | < 2.47 and T > 25 GeV. Both electron and photon candidates

are rejected if they lie in the transition region between the barrel and the end cap of the calorimeter

(1.37 < | | < 1.52). Electrons are identi ed based on a likelihood function that uses shower shape variables

in the ECAL, track variables, and the quality of the track-cluster matching as inputs. Electrons are required

to pass the Medium criteria, as described in Ref. [57]. Photons are identi ed based on shower shape

variables in the ECAL and are required to pass the Tight criteria [57]. Photons are classi ed as converted

to electron-positron pairs if the ECAL cluster is matched to a conversion vertex formed by oppositely

charged tracks, or by a single track consistent with having originated from a photon conversion. Photon

candidates are classi ed as unconverted if it is not possible to match clusters and tracks. Both types of

photons are used in this analysis. The photon and electron energy scale is calibrated using events,

as described in Ref. [57].

Muons are reconstructed by matching the tracks in the MS with the ones in the ID. The momentum is

obtained by combining the MS measurement corrected by the energy deposited in the calorimeter, and the

measurement in the ID. Muon candidates are also required to pass theMedium identi cation criteria, as

described in Ref. [58]. This criteria is based on the number of hits matched to the tracks reconstructed both

in the ID and in the MS, and on the signi cance of the compatibility of the measurements of the transverse

momentum in the ID and in the MS. Muon candidates are required to have | | < 2.5 and T > 25 GeV.

Electrons and muons must be compatible with originating from the primary vertex. This requirement is

ful lled by demanding that the transverse impact parameter ( 0) relative to the beam position divided by

its uncertainty ( ( 0)), i.e. the signi cance, satisfy | 0/ ( 0) | < 5 for electrons and | 0/ ( 0) | < 3 for

muons. Additionally, for both electrons and muons, the longitudinal impact parameter ( 0) must satisfy

| 0 sin | < 0.5 mm from the primary interaction vertex.

Leptons and photons are required to be isolated, i.e. without additional activity in their proximity. Isolation

requirements are based on tracking information and calorimeter clusters. The isolation variable iso
T

is

computed as the
Õ

T of the near-by tracks with T > 1 GeV, excluding tracks associated to the lepton or
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photon candidate. The variable iso
T

is obtained as the scalar sum of the transverse energy of topological

clusters. iso
T

is corrected for the energy deposited by the photon or lepton candidate and the contribution

from the underlying event and pile-up [59, 60].

Photons must pass an isolation criteria as described in Ref. [57] where: iso
T
/ T < 0.05 and iso

T
/ T <

0.065, in a cone of radius = 0.2 around the candidate photons. Electrons must satisfy iso
T
/ T < 0.15 in

a cone of varying radius up to = 0.2 around the candidate electrons, and iso
T
/ T < 0.2 in a cone of

radius = 0.2. Muons are required to be isolated [58] by requiring iso
T
/ T < 0.15 in a cone of varying

radius up to = 0.3 ( = 0.2) for muons with T less (greater) than 50 GeV, and iso
T
/ T < 0.3 in a xed

cone of radius = 0.2.

Jets are reconstructed with the anti- algorithm [61] with a radius parameter of = 0.4, using a Particle

Flow (PFlow) [62] procedure, with clusters of energy deposited in the calorimeter as inputs. Jets are

calibrated and their energy is corrected to account for detector e ects, using methods based on MC and

in-situ techniques [63]. The mitigation of pile-up jets is obtained with the jet vertex tagger (JVT) [64],

using theMedium working point applied to all jets with T < 60 GeV and | | < 2.4. Jets are required to

have T > 30 GeV if | | < 2.5 or T > 50 GeV if | | > 2.5 to further suppress pile-up. Distributions with

jets require Jet 1, unless it explicitly requires Jet 2 (e.g. ).

Ambiguities in reconstruction between leptons, jets, and photons are resolved with the following overlap-

removal procedure: jets are removed if they are found within < 0.4 of a photon, or within < 0.2 of

an electron. Then leptons are removed if they are within < 0.4 of a jet, while photons are removed

if they are within < 0.4 of a lepton. Finally, electrons are removed if they are within < 0.2 of a

muon.

4.2 Signal and control region de nition

The Signal Region (SR) is de ned by events with at least two opposite-sign (OS) same- avor (SF) leptons

and a photon. The leading lepton (with the highest transverse momentum) is required to have T > 30 GeV.

Events are also requested to have at least one photon with
T
> 30 GeV. Events are further selected by

requiring > 40 GeV, to avoid low-mass resonances. FSR events are then suppressed by requiring that

the sum of the invariant mass of the leptons combined with the invariant mass of the leptons and the photon

is greater than twice the mass of the boson: + > 182 GeV. In the vs plane, this

requirement is a diagonal straight line that separates FSR and ISR events since FSR events are expected to

lie in the region with 90 GeV and < 90 GeV (see Fig, 3 in Ref. [18]).

The ¯ background modelling is checked in a dedicated Control Region ( ¯ -CR) obtained by applying the

SR requirement with the exception of the SF requirement that is replaced by di erent avor (DF) leptons.

The signature of this channel is then . All the other SR requirements are also applied. Table 2 shows a

summary of these selection criteria.
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Observable Signal Region ¯ Control Region

Number of signal leptons 2 Opposite Sign, Same Flavour 2 Opposite Sign, Di erent Flavour

Lepton T( 1) > 30 GeV, T( 2) > 25 GeV

Photon 1 photon with
T
> 30 GeV

> 40 GeV

+ > 182 GeV

Table 2: Summary of selection criteria used in this analysis.

5 Measured observables

Di erential cross sections are measured for the following 1D observables:

• Jet, the number of jets

•
Jet1
T

( Jet2
T

), the transverse momentum of the leading jet (sub-leading jet)

•
Jet2
T

/ Jet1, the ratio of the T of the two leading jets

• , the invariant mass of the lepton-photon-leading jet system

• , the invariant mass of the two leading jets

• T, the scalar sum of T of all jets, leptons, and photons

•
T
/ T, the ratio between the T of the photon and the square root of T

• (Jet, ), the azimuthal angle di erence between leading jet and leading photon

• ( , ), between the two leptons

•
T
, the transverse momentum of the vectorial sum of the two leptons.

QCD-sensitive 2D observables measured in this paper are:

•
T

/ , the ratio of transverse momentum and the mass of the system, in bins of the “hard

variable”

•
T T

is measured in three di erent bins of the “hard variable”
T

+
T

•
j

T
, the transverse momentum of the system, is measured in bins of the “hard variable”

T

T T
,

T
+

T
, and

j

T
are also measured inclusively.

Additionally, 2D observables sensitive to polarisation e ects of the boson are considered [9]:

• cos CS, the cosine of the angle between the negative lepton and the lepton pair in the Collins-Soper

(CS) frame [65] in bins of
T

• CS, the azimuthal angle between the negative lepton and the lepton pair in the CS frame in bins of

T
.
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The observables sensitive to polarisation are estimated in the Collins-Soper frame where the -boson is at

rest, and that is generally used in the literature when extracting angular coe cient of the -boson [8, 9].

In two dimensional distributions, to avoid the computational complication of unfolding a 2D distribution

the rst observable is unfolded in large bins of the second observable. The bins are chosen such that the

migration e ects in the second observable are negligible.

6 Background estimation

The main background to the signal arises from + jets events, in which one of the jets is misidenti ed

as a photon; this background is estimated using a data-driven method. Pile-up events, in which the leptons

and the photon originate from two di erent interactions during the same bunch crossing, are also

estimated using a data-driven method. Another large background, especially at high jet multiplicity, is

¯ production, where the top decay legs can also produce same- avour leptons. The ¯ background is

estimated using MC normalised to data in a dedicated CR. Other small backgrounds from triboson events,

such as , , and , that can also produce the same signature as the signal, and diboson events

where one electron is misidenti ed as a photon ( ( ), and ( )), are estimated directly

from MC.

6.1 + jets background

A two-dimensional sideband method [59] similar to the one in Ref. [18] is used to estimate the background

in every distribution di erentially. In addition to the SR and the ¯ -CR, three additional + jets-CR are

created to estimate this background by inverting either or both the isolation and the identi cation criteria

on the photon. Photons that fail the Tight identi cation criteria must still satisfy a loose identi cation

criteria, where the requirements on four EM calorimeter shower shape variables are removed, as described

in Ref. [66]. Photon isolation is modi ed such that only the calorimeter-based component is considered,

while track based isolation is applied in all regions. Photon candidates fail the isolation criteria when
iso
T

> 0.065 ×
T
+

gap

T
, where

gap

T
is called energy gap. This gap is set to

gap

T
= 2 GeV and helps

reduce the amount of signal events leaking into the + jets-CRs (signal leakage).

The + jets-CRs described above are dominated by + jets events. The leakage of signal events into the

+ jets-CRs is removed via the signal leakage fractions estimated using the MC simulation of the signal.

Backgrounds from other processes are subtracted using the MC simulation of each process. The yields

of + jets events in the SR can then be derived from the number of events in the SR and in the three

+ jets-CRs, using the formulas described in Ref. [59].

Possible correlations between the isolation and the identi cation variables are estimated with + jets MC

samples (P B ) with the use of the correlation factor, , that is the ratio between the fraction

of + jets events satisfying the photon isolation requirement iso
T

< 0.065 ×
T
in events passing the

identi cation criteria, over those that fail the identi cation criteria. In absence of correlation, this ratio

would be equal to 1. While the sideband method is estimated in each bin of each di erential distribution,

the correlation is computed in larger intervals, or integrated, depending on the observable. This is done

to preserve dependencies of the correlation where possible, while at the same time reduce statistical

uncertainties. Results of the + jets estimate with larger intervals for the correlation computation are
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compatible within uncertainties to the results with ner binning, but with reduced systematic and statistical

uncertainties.

The uncertainty in the correlation factor R is obtained by varying the de nition of the + jets-CRs both in

data and MC; the
gap

T
requirement is varied by ±1 GeV up and down and di erent loose identi cation

criteria are used, for which three and ve EM calorimeter shower shape variables are removed from

the Tight criteria instead of four. In the inclusive phase-space, the correlation factor is estimated to be

= 1.30 ± 0.04 (stat.) ± 0.23 (syst.). A cross-check of this estimation is performed by computing R in a

+ jets-CR where photons also fail the track isolation, and is estimated to be = 1.29 ± 0.02 (stat.), in

agreement with the nominal estimation. Another source of uncertainty arises from the estimation of the

signal leakage into the + jets-CRs. The signal leakage factors are computed using S 2.2.11

and found to be small; the uncertainty is estimated by using MadGraph instead of S . Additional

sources of uncertainties on R arise from the subtraction of other backgrounds (such as diboson events, or

¯ ). For these, the uncertainties in the cross sections are propagated to the nal + jets estimate. The

total uncertainty (including statistical uncertainties) in the integrated + jets estimate is then 22% and is

dominated by the uncertainty of the data-driven method.

6.2 Pile-up background

Selected photons may originate from di erent collisions in the same bunch crossing because photons

do not have requirements on the longitudinal position with respect to the primary vertex ( ), which is

not a well-measured quantity. The reconstructed photon is determined by using a weighted mean of

the intersections of the direction obtained from the electromagnetic cluster by taking into account the

longitudinal segmentation of the calorimeter, with a constraint from the beam spot position and a typical

resolution of 15 mm.

This background is estimated with a method similar to the one described in Ref. [18], by evaluating the

fraction of pile-up events in data ( ), and it is brie y described here. To select photons with a better

resolution ( ), only photons that converted to electron-positron pairs with two tracks in the pixel detector

are considered. Additionally, the radial conversion position of the photons must be between 5 mm from

the beam spot (outside the beam pipe) and 125 mm (before the end of the pixel detector). The of

converted photons is assumed to be the same as unconverted ones. This assumption is checked using a

sample of signal MC events; in this sample, the fraction of events with truth-matched photons is the same

for events with and without photon conversion. This is expected since the two e ects (i.e. pile-up fraction

and convertion fraction) should not be correlated.

The distribution of the primary vertex position is a Gaussian distribution measured to have a width of

( ) 35 mm [18], corresponding to the width of the luminous region. The fraction of PU events

( ) can then be written as:

=

1

Data, pixel conv

·

| |>50mm

Data, pixel conv

| |>50mm

MC, pixel conv

( > 50 mm)
, (1)

where
| |>50mm

, pixel conv
is the number of pile-up events in a pile-up dominated region, de ned as the region

with | | > 50 mm, with | | = | |. Since the pile-up events are distributed as a Gaussian with

width ( ) = 2 ( ) 50 mm, the probability of observing events with | | > 50mm is

estimated as ( | | > 50mm) = 0.32. The term MC, pixel conv describes the MC events where the
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boson and the photon come from the same collision, and is taken from MC. The MC is normalized

to the data at | | < 5 mm. The | | distribution is showed in Fig. 3 of Ref. [18].

To have a better description of the pile-up events in the di erential observables, is computed as a

function of Jet and T
, varies from 0.02 to 0.08.

The procedure described above gives the total fraction of pile-up events in bins of
T
and Jet, while

the shape information for the other di erential distributions is taken from MC events at particle level. A

sample is built by adding together a generated single photon sample and a generated + jets sample. Only

jets from the + jets sample are considered, since in data and in reconstructed MC, the jets are required to

be associated to the vertex with the highest
Õ

2

T
of associated tracks through the JVT requirement, which

is likely to reject the jets produced in association of the photon.

The di erence between the nominal particle level sample and a pile-up enriched sample is assigned as an

uncertainty. This additional pile-up enriched sample is selected from the data, by selecting only events

where is closer to the vertex with the second highest
Õ

2

T
of associated tracks than the primary one.

By de nition, these events will be pile-up-like events. In observables that depend on jets, the di erence

between this particle level distribution and the one obtained considering all the jets is added as an additional

uncertainty.

6.3 Other backgrounds

Background contributions from ¯ , triboson ( / ) events and diboson events, where one lepton is

misidenti ed as a photon ( ), are estimated with simulated samples. The most important of

these is the ¯ process, which is around four times larger than the others, and therefore its modelling is

checked in a dedicated CR. The CR is selected by requiring an electron-muon pair with opposite-sign and

a photon. All other selection criteria from the SR are applied. The ¯ sample is scaled by a normalization

factor of 1.44 and a relative uncertainty of 15% is assigned to this normalization [67].

Fig. 2 shows the comparison between data and MC in the ¯ CR for Jet and T
/ T. The fake photon

estimate is obtained using the same method as previously described for the + jets background, but using

events instead of / events. The correlation factor is xed to = 1.30 ± 0.04 (see Sec. 6.1),

where the uncertainty is only statistical. Another background also present in this region is from diboson

events where one lepton is misidenti ed as a photon ( ). The uncertainty on these background

is set to 30%. Good agreement is seen between data and MC in the ¯ CR. The largest discrepancy can

be seen in the 0-jet bin. This di erence is due to mismodeling of the ¯ sample (the simulation is only

at leading order) at low jet multiplicity, or triboson processes such as or , that are yet to be

observed, or additional missing processes. Such mismodelling has negligible impact on the analysis since

the contribution of ¯ and diboson processes for events with no jets in the SR is more than one order of

magnitude smaller compared to the signal.

The other backgrounds (tribosons and dibosons) contribute around 1% of the total expected yield in the SR.

For this reason they are estimated directly from MC. Other even smaller backgrounds (such as )

are neglected, since they contribute to less than 0.03% events in total.
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Figure 2: Data (black dots) in the ¯ CR compared to scaled simulated ¯ events, simulated diboson events and

fake photons estimated with a side-band method. The bottom panel shows the ratio of observed data events to the

sum of the estimates. The signal and background distributions are stacked to produce the gures. The hatched band

represents the statistical and the systematic uncertainties on the SM MC background yields added in quadrature.

6.4 Data event yield, signal, and background estimates comparisons in the signal region

Table 3 shows the data event yield and the signal and background estimates in the SR. S 2.2.11 MC

is used for the process. The statistical and systematic (see Section 8) uncertainties are also included in

the Table.

Source ee +

+jets signal 73 500 ±50 (stat.) ± 2 600 (syst.)

+ jets 9 800 ±460 (stat.) ± 2 100 (syst.)

¯ 3 600 ±10 (stat.) ± 540 (syst.)

pile-up 2 500 ±70 (stat.) ± 700 (syst.)

multiboson 950 ±5 (stat.) ± 160 (syst.)

150 ±1 (stat.) ± 45 (syst.)

Total prediction 90 500 ±500 (stat.) ± 3 500 (syst.)

Data 96 410

Table 3: Data yield and the signal and background estimates in the SR. The systematic uncertainty includes only

experimental uncertainties.

Figs. 3 and 4 show the comparison between the data and the expected SM events in a subset of distributions.

The S 2.2.11 signal sample is scaled by a normalization factor of 1.08 to match the data. The

normalization factor is obtained from the ratio of the measured yields to the predicted yields from S

NLO, as shown in Table 3.

A general good agreement is observed between the data and the SM estimates. Observables inclusive in

the number of jets are well modelled, while a small underestimation is observed at high
j

T
and .

However these are covered by the theory uncertainties of the signal, which are not included in the error

bands in this gure, and range between 5% to 20% depending on the phase-space.

12



0

20

40

60
310×

R
(ll

) u
ni

t
Ev

en
ts

/

data
SM uncertainty

1.08)×signal (
Z+jets
pileup

 1.44)× (tt
multiboson
EWK Z
tW

ATLAS Preliminary

 ll)Z(
-1=13 TeV, 139 fbs

0 1 2 3 4 5

R(ll)

0.9
1

1.1

da
ta

/S
M

(a)

1

10

210

310

410

Ev
en

ts
/G

eV data
SM uncertainty

1.08)×signal (
Z+jets
pileup

 1.44)× (tt
multiboson
EWK Z
tW

ATLAS Preliminary

 ll)Z(
-1=13 TeV, 139 fbs

 [GeV]jll
T

p

0.9
1

1.1
da

ta
/S

M
10 20 50 100 200

(b)

10

210

310

Ev
en

ts
/G

eV data
SM uncertainty

1.08)×signal (
Z+jets
pileup

 1.44)× (tt
multiboson
EWK Z
tW

ATLAS Preliminary

 ll)Z(
-1=13 TeV, 139 fbs

400 200 0 200 400
 [GeV]

T
 - pll

T
p

0.9
1

1.1

da
ta

/S
M

(c)

10

210

310

Ev
en

ts
/G

eV

data
SM uncertainty

1.08)×signal (
Z+jets
pileup

 1.44)× (tt
multiboson
EWK Z
tW

ATLAS Preliminary

 ll)Z(
-1=13 TeV, 139 fbs

 [GeV]
T

 + pll
T

p

0.9
1

1.1

da
ta

/S
M

50 100 200 500 1000

(d)

Figure 3: The measured ( ) ( , ), ( )
j

T
, ( )

T T
, and ( )

T
+

T
distribution (dots) in the signal region.

The error bars represent the data statistical uncertainty; for most of the points, the error bars are smaller than the

marker size and, thus, not visible. The MC simulation of the signal from S 2.2.11 (blue histograms) and

various backgrounds are also included. The signal and background distributions are stacked to produce the gures.

The lower part of each gure shows the ratio of the data and the total SM distribution. The hatched band represents

the statistical and the systematic uncertainties on the SM MC background yields added in quadrature, excluding

theory uncertainties on the signal.
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Figure 4: The measured ( ) T, ( )
T
/ T, ( ) , and ( ) Jet distribution (dots) in the signal region. The

error bars represent the data statistical uncertainty; for most of the points, the error bars are smaller than the marker

size and, thus, not visible. The MC simulation of the signal from S 2.2.11 (blue histograms) and various

backgrounds are also included. The signal and background distributions are stacked to produce the gures. The

lower part of each gure shows the ratio of the data and the total SM distribution. The hatched band represents the

statistical and the systematic uncertainties on the SM MC background yields added in quadrature, excluding theory

uncertainties on the signal.
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7 Cross-Section determination

7.1 Fiducial region at particle level

The measurement are unfolded in a ducial phase-space de ned by particle level quantities. The ducial

phase-space in this analysis is built to be as close as possible to the detector-level selection discussed in

Section 4, with selection criteria that minimise the extrapolation and allow comparisons with theoretical

predictions. The phase-space is selected for + events, with being either an electron or muon.

Only stable particles (with a mean lifetime > 10 mm) are used in the de nition of the ducial region.

Additionally only “prompt” leptons (dressed) and photons are considered, i.e. only those that do not

originate from hadron decays.

Leptons are required to pass the same T requirements as the SR: T( 1) > 30 GeV, T( 2) > 25 GeV.

However the requirements are di erent: for both electrons and muons | ( ) | < 2.47 is required, since

at particle level the discontinuities in the detector are not present. A particle level isolation is applied to

photons by requiring that the scalar sum of the T of all particles, except muons and neutrinos, within a

cone of radius = 0.2 around the photon has to be less than 7% of
T
. This selection is the same as in

Ref. [18] and is optimised trying to achieve the same level of acceptance in both detector-level and particle

level selections. Similarly, photons are rejected if they are within a distance of = 0.4 of any lepton.

Jets are obtained by clustering stable particle excluding prompt leptons using the anti- algorithm with a

radius of = 0.4. Photons associated around prompt leptons in a cone of = 0.1 are also excluded. Jets

are de ned in the same way as for the SR, by requiring T > 30 GeV for | | < 2.5 and T > 50 GeV for

2.5 < | | < 4.5. In the SR this selection is used to nd a compromise between reducing pile-up jets and

maintaining good statistics at low T. Jets are rejected if they are within a distance of = 0.4 of any

photon. As in the SR, > 40 GeV and + > 182 GeV. A pair of opposite-sign, same- avour

leptons is selected, and no additional veto on the number of leptons is required.

Table 4 summarises the ducial selection used in the analysis.

Quantity Selection criteria

lepton kinematics T( 1) > 30 GeV, T( 2) > 25 GeV, | | < 2.47

photon kinematics
T
> 30 GeV, | | < 2.37, ( , ) > 0.4

photon isolation 20

T
/

T
< 0.07

jet kinematics ( T > 30 GeV if | | < 2.5) or ( T > 50 GeV if 2.5 < | | < 4.5), ( , jet) > 0.4

invariant mass > 40 GeV, + > 182 GeV

Table 4: De nition of the ducial region at particle level.

7.2 Fiducial and di erential cross section

The ducial cross section is evaluated in the ducial region described in the previous section. It is obtained

with the following formula:

d
=

obs bkg

× L
,
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where obs and bkg are the observed number of events and the expected number of background events,

respectively, L is the luminosity, and is the correction factor which accounts for detector ine ciency

and resolution e ects. is calculated as the number of simulated events entering the detector-

level SR divided by the number of simulated events entering the ducial volume. The inclusive

factor is obtained with S 2.2.11 MC, combining and channels; its value is found to be

= 0.543 ± 0.001 (stat) ± 0.02 (syst).

Di erential cross sections are evaluated in the ducial signal region for several observables.

The event yields in the + and in the + decay channels are added together and unfolded in a single

step. The distributions are unfolded using an Iterative Bayesian Method [68], with two iterations as nominal

values. events simulated with S 2.2.11 are used to produce response matrices used to correct

for the migration between bins in the detector-level and particle-level distributions. Additionally, the

unfolding corrects for ducial and reconstruction e ciencies. These are respectively the probability of

having particle-level events pass the detector-level SR criteria, and the probability of detector-level events

originating from outside the ducial region.

8 Systematic uncertainties

Di erent sources of systematic uncertainties a ect this measurement: experimental uncertainties due

to detector reconstruction, uncertainties in the background estimate (both from simulated samples and

data-driven methods, as described in section 6), systematic uncertainties in the unfolding, and theoretical

uncertainties in the signal prediction.

Systematic uncertainties are propagated to the unfolded results by using a di erent set of inputs to the

unfolding and migration matrix, obtained by varying the kinematics or event weights by 1 , and computing

the di erence with the nominal cross sections; this di erence is taken as the systematic uncertainty.

Experimental uncertainties account for the nite resolution of the objects reconstructed by the ATLAS

detector, their calibration, and the modelling of the reconstruction in the simulation. Uncertainties a ecting

the electrons and photons include the uncertainties in the energy scale and resolution [57], while for

muons uncertainties are considered for the momentum resolution [69]. Both leptons and photons have

uncertainties in the e ciency of the identi cation and the isolation [57, 69]. Uncertainties in the lepton

trigger e ciencies are also considered [55, 56]. Jet uncertainties account for both the energy scale (JES)

and the resolution (JER) [70]. JES uncertainties take into account detector modelling, statistical e ects,

avour composition, and the description of pile-up jets. JVT e ciency uncertainties are also considered

[64]. Additional uncertainties are added that take into account the modelling of the number of collisions

( ). An uncertainty of 1.7% in the total luminosity is considered in this analysis.

The statistical uncertainty in the unfolded distributions is evaluated using pseudo-data (toys). Input spectra

and migration matrices are uctuated using a Poisson distribution centered around the nominal value in

each bin. These new inputs are then unfolded, and the root mean square (RMS) of the new distribution is

used as uncertainty.

The unfolding procedure is based on the choice of an assumption, the simulated signal sample. This

choice can bias the results, and a systematic uncertainty must be applied to account for it. This uncertainty

is obtained through a data-driven closure test. The simulated signal distributions are reweighted with

a smooth function obtained by requiring that the detector-level distribution matches the data (with the
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Jet 0 1 2 > 2

Source Uncertainty [%]

Electrons 1.0 0.9 0.8 0.8

Muons 0.3 0.3 0.3 0.4

Jets 1.7 1.7 4.5 8.8

Photons 1.4 1.3 1.3 1.2

Pile-up 2.1 0.8 0.2 0.3

Background 1.8 1.8 3.0 4.4

Stat. MC 0.1 0.2 0.3 0.4

Stat. data 0.8 1.5 1.8 1.9

Luminosity 1.7 1.7 1.7 1.7

Theory 0.6 0.2 1.4 1.0

Total 4.2 3.8 6.3 10.3

Table 5: Impact of the di erent systematic uncertainties on the cross section as a function of Jet in each bin of the

distribution.

background subtracted). The reweighted distribution is then unfolded, treating this sample as pseudo-data,

and using the transfer matrix from the reweighted distributions. The uncertainty is obtained by comparing

this result with the nominal unfolded result.

Uncertainties in the unfolding procedure due to the theoretical modelling are obtained by repeating the

unfolding procedure with alternative signal simulations. Uncertainties in the signal predictions are due to

missing higher order contributions in the cross section calculation, the uncertainties in the PDF choice,

and the uncertainties in . The scale variations are obtained by varying the renormalization ( ) and

factorisation ( ) scale in the signal simulation by a factor of two up and down around their nominal

values. Uncertainties are obtained by taking an envelope: in each bin the highest variation is kept as an

uncertainty. Additional uncertainties are added to account for the choice of a speci c PDF in the cross

section calculation. Following the PDF4LHC recommendation [71], the NNPDF30_nnlo_as_0118 PDF set

is used as nominal set, and is compared with results obtained with weights stored in the S samples.

An envelope is then taken of all the variations. A similar approach is used for the variations, where

the NNPDF30_nnlo_as_0117 and NNPDF30_nnlo_as_0119 PDF sets are used. For theory predictions,

uncertainties are obtained by taking an envelope of the di erence between the nominal and the variations.

Uncertainties on the background estimates are taken to be 30% on the diboson cross section and 15% on

¯ cross section (which corresponds to the uncertainty of the normalization factor from the LO cross

section to NLO cross section [48]). The uncertainty of 30% on the diboson cross section cover both the

nominal uncertainty [72] and the typical size of the mismodeling of non-prompt objects. The systematic

uncertainties for the + jets background are estimated as described in Section 6.1, and are propagated

through the unfolding framework.

Table 5 shows the breakdown of the systematic uncertainties on the cross section as a function of Jet. The

last row in the table is the total relative uncertainty obtained as the sum in quadrature of each systematic

and statistical uncertainties.
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9 Results

As presented in Ref. [18], the ducial cross section is = 533.7 ± 2.1 (stat) ± 12.4 (syst) ± 9.1 (lumi)

fb. The predicted ducial cross sections from S 2.2.11 is 479.5± 0.3 (stat) fb and for MiNNLO is

493.0 ± 3.0 (stat).

Results are obtained by unfolding the signal together with the electroweak production of .

Figs. 5 to 12 show the measured di erential cross sections as functions of the di erent observables. The

theoretical predictions from the calculations of S 2.2.4, S 2.2.11 and Madgraph, and from the

NNLO predictions of MiNNLO and MATRIX are compared to the measurements in these gures. In

general, S samples underestimate the total cross section, with the S 2.2.11 (NLO) being higher

than S 2.2.4, while Madgraph, MiNNLO and MATRIX show general good agreement for the total

cross section. Between the two S samples, 2.2.11 has a general better agreement also in the shapes,

especially for the number of jets.

The -boson momentum is a fundamental observable, correlated with the jet activity, and its di erence to

T
is an observable that probes perturbative QCD over a wide range of scales, while

T
+

T
describes

the hard scale of the process. Fig. 5 shows the di erential cross section as function of the observables
T
,

T T
,

T
+

T
, and ( , ). All the generators show good agreement with the measurements, even if

S generally underestimates the data. MATRIX calculations are also in good agreement.

Jet multiplicity is a fundamental observable to probe QCD and additional soft radiation [23]. The ratio
Jet2
T

/ Jet1 in particular is an observable that tests the limits of PS e ects and resummation of Sudakov

logarithms. Di erential cross sections for jet observables are shown in Fig. 6. The di erential cross

section is dominated by events with zero jets, and rapidly falls o with increasing QCD emission. Leading

and subleading jets are mostly produced with similar T; however, there are also a few events in which

the leading jet has a signi cantly higher T than the subleading one. In general MC samples are in good

agreement with the data, however at high jet multiplicity and high jet transverse momentum S

2.2.4 predicts higher yields than S 2.2.11, while Madgraph has lower yields than both in Jet

but it is comparable to the S samples in the leading ( Jet1
T

) and subleading ( Jet2
T

) jet momentum.

MiNNLO instead predicts softer jets and with less multiplicity, while MATRIX seems to model better

the jet momentum spectrum, but predicts higher jet multiplicity. It is worth noting that MATRIX produces

only up to 2 jets, therefore the last bin is empty for this calculation. The ratio Jet2
T

/ Jet1 is equally well

described by both S models and Madgraph. MATRIX is also in good agreement, while MiNNLO

underestimates this distribution.

The invariant mass of the two leading jets is an important observable that describes the hard scale of

the process and its precise modelling is fundamental for the QCD background in searches for the

electroweak production or new physics [73]. The distribution in Fig. 7 is well modelled in

general, except for MiNNLO that underestimates the highest bins. MATRIX shows a few bins with

some overestimations between 60 and 100 GeV, that are due to statistical uctuations in the predictions.

The invariant mass is a variable sensitive to the hard scale of the process, and is also well modelled

by MC generators, except the last bins for MiNNLO , where an underestimation is shown. MATRIX also

shows good agreement, with a small overestimation (within uncertainty) in the last bins.

Fig. 8 shows additional jet observables T, T
/ T, (Jet, ), and

j

T
. T and

T
/ T are both

well described by both S 2.2.4 and S 2.2.11, while Madgraph, MATRIX, and MiNNLO

underestimate the last bin of T. The (Jet, ) distribution is important for PS corrections in QCD
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predictions in phase-space with soft QCD emission [23]. The measurement shows a preference for

events where the photon and the leading jet are back-to-back. (Jet, ) is well modelled by all the

predictions, except in the very rst bin for MATRIX. The transverse momentum
j

T
is well modelled

within uncertainty by both S samples and Madgraph. Instead MiNNLO and MATRIX show

steeper
j

T
distributions.

Fig. 9 shows angular variables like cos and , that are sensitive to the polarisation of the boson.

The variation of cos with
T

is mainly due to the lepton selection which translates into di erences in

acceptance in each
T

region. For these variables S , Madgraph and MiNNLO are in general

in good agreement for the shapes, even if, as already mentioned, S 2.2.4 and 2.2.11 generally

underestimate the data. MATRIX calculations show some small discrepancy in cos in the very rst

T
bin, but otherwise show very good agreement.

The ratio
T

/ as a resolution variable is important to probe the e ects of Sudakov logarithm terms

in di erent regimes of hard scale of the process. The ratio
T

/ in all the slices is presented in

Fig. 10. These observables are better modelled in S 2.2.11 than in S 2.2.4. MiNNLO shows

a good agreement in all the slices, while instead MATRIX overestimates the lowest bin in
T

/ .

The
T T

and
j

T
distributions o er an important probe of additional soft QCD emissions, in

increasing hard scale of the process
T

+
T
and

T
respectively. The

T T
distributions become

more asymmetric in regimes with harder scale of the process. All the di erent distributions of
T T

in slices of
T

+
T
(Fig. 11) are well modelled by all the MC and MATRIX, except the last two bins

in the slice with
T

+
T
> 300 GeV where Madgraph slightly overestimates the data.

j

T
in slices of

T
(Fig. 12) is well modelled S and Madgraph, while MiNNLO underestimate the data for

T
> 75 GeV. MATRIX exhibits softer spectrum than the other predictions in general.

In summary, S and Madgraph samples generally describe the data well, especially observables with

jets, even if S underestimates the total cross section. MiNNLO and MATRIX calculations predict

accurate descriptions of the observables especially in the inclusive case, but with some discrepancy at high

jet multiplicity.
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Figure 5: Measured di erential cross section (black data points) as a function of observables ( )
T
, ( )

T T
,

( )
T

+
T
, and ( ) ( , ). Error bands on the data points show the statistical uncertainty, while the grey area

shows the total uncertainty in the unfolded result. Measured cross sections are compared with SM predictions from

event generators at particle level S 2.2.4, S 2.2.11, MadGraph5_aMCNLO, and MiNNLO . Fixed

order calculations results using MATRIX NNLO are also shown. Dashed bands represent statistical uncertainty and

theoretical uncertainty (PDF and Scale variations). The bottom panels show the ratio of the SM prediction to the

measured cross section.
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Figure 6: Measured di erential cross section (black data points) as a function of observables ( ) Jet, ( ) Jet1
T

, ( )
Jet2
T

, ( ) Jet2
T

/ Jet1. Error bands on the data points show the statistical uncertainty, while the grey area shows the

total uncertainty in the unfolded result. Measured cross sections are compared with SM predictions from event

generators at particle level S 2.2.4, S 2.2.11, MadGraph5_aMCNLO, and MiNNLO . Fixed order

calculations results using MATRIX NNLO are also shown. Dashed bands represent statistical uncertainty and

theoretical uncertainty (PDF and Scale variations). The bottom panels show the ratio of the SM prediction to the

measured cross section.
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Figure 7: Measured di erential cross section (black data points) as a function of observables ( ) , ( ) .

Error bands on the data points show the statistical uncertainty, while the grey area shows the total uncertainty in

the unfolded result. Measured cross sections are compared with SM predictions from event generators at particle

level S 2.2.4, S 2.2.11, MadGraph5_aMCNLO, and MiNNLO . Fixed order calculations results using

MATRIX NNLO are also shown. Dashed bands represent statistical uncertainty and theoretical uncertainty (PDF

and Scale variations). The bottom panels show the ratio of the SM prediction to the measured cross section.
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Figure 8: Measured di erential cross section (black data points) as a function of observables ( ) T, ( )
T
/ T,

( ) (Jet, ), ( )
j

T
. Error bands on the data points show the statistical uncertainty, while the grey area shows

the total uncertainty in the unfolded result. Measured cross sections are compared with SM predictions from event

generators at particle level S 2.2.4, S 2.2.11, MadGraph5_aMCNLO, and MiNNLO . Fixed order

calculations results using MATRIX NNLO are also shown. Dashed bands represent statistical uncertainty and

theoretical uncertainty (PDF and Scale variations). The bottom panels show the ratio of the SM prediction to the

measured cross section.
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Figure 9: Measured di erential cross section (black data points) as a function of the observables ( ) and ( )

cos , in di erent bins of
T
. Error bands on the data points show the statistical uncertainty, while the grey area

shows the total uncertainty in the unfolded result. Measured cross sections are compared with SM predictions from

event generators at particle level S 2.2.4, S 2.2.11, MadGraph5_aMCNLO, and MiNNLO . Fixed

order calculations results using MATRIX NNLO are also shown. Dashed bands represent statistical uncertainty and

theoretical uncertainty (PDF and Scale variations). The bottom panels show the ratio of the SM prediction to the

measured cross section.
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Figure 10:Measured di erential cross section (black data points) as a function of the
T

/ ( ) in < 200GeV,

( ) in 200 GeV < < 300 GeV, ( ) in > 300 GeV. Error bands on the data points show the statistical

uncertainty, while the grey area shows the total uncertainty in the unfolded result. Measured cross sections are compared

with SM predictions from event generators at particle level S 2.2.4, S 2.2.11, MadGraph5_aMCNLO,

and MiNNLO . Fixed order calculations results using MATRIX NNLO are also shown. Dashed bands represent

statistical uncertainty and theoretical uncertainty (PDF and Scale variations). The bottom panels show the ratio of

the SM prediction to the measured cross section.
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Figure 11:Measured di erential cross section (black data points) as a function of the
T T

( ) in
T
+

T
< 200GeV,

( ) in 200 GeV <
T

+
T
< 300 GeV, ( ) in

T
+

T
> 300 GeV. Error bands on the data points show the

statistical uncertainty, while the grey area shows the total uncertainty in the unfolded result. Measured cross

sections are compared with SM predictions from event generators at particle level S 2.2.4, S 2.2.11,

MadGraph5_aMCNLO, and MiNNLO . Fixed order calculations results using MATRIX NNLO are also shown.

Dashed bands represent statistical uncertainty and theoretical uncertainty (PDF and Scale variations). The bottom

panels show the ratio of the SM prediction to the measured cross section.
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Figure 12: Measured di erential cross section (black data points) as a function of
j

T
( ) in

T
< 50 GeV, ( ) in

50 GeV <
T

< 75 GeV, ( ) in 75 GeV <
T

. Error bands on the data points show the statistical uncertainty,

while the grey area shows the total uncertainty in the unfolded result. Measured cross sections are compared with

SM predictions from event generators at particle level S 2.2.4, S 2.2.11, MadGraph5_aMCNLO, and

MiNNLO . Fixed order calculations results using MATRIX NNLO are also shown. Dashed bands represent

statistical uncertainty and theoretical uncertainty (PDF and Scale variations). The bottom panels show the ratio of

the SM prediction to the measured cross section.
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10 Conclusion

A measurement of several di erential distributions for production in association with jets is presented

in this work, in the nal state where the boson decays in two opposite-sign same- avour leptons ( +

or + ). The measurement is performed in a ducial phase-space enhanced in ISR photons, where

the sum of the invariant mass of the leptons and the invariant mass of the leptons and the photon are

greater than twice the mass of the boson. The measurement is performed using data collected by

the ATLAS detector from LHC collisions at = 13TeV, using a total integrated luminosity of 139 fb 1.

Di erential cross sections are measured as a functions of the kinematics of jets, leptons, and photons.

Both one-dimensional and two-dimensional distributions have been chosen that enhance the hard scatter

e ects from soft, collinear radiations. This result represents a precise measurement of production

in association with jets, with a total uncertainty between 4% and 10% depending on the number of jets.

The results are compared to MC generators involving di erent precision of multileg merging at LO and

NLO, as well as recent predictions at NNLO, including MiNNLOPS, and xed order calculations such as

MATRIX. Measurements are in general in good agreement with the predictions. Jet activity is generally

well described, however some trends are observed in the di erent generators. Variables that are sensitive to

polarisation e ects of the boson are well modelled by all MC generators, and by the MATRIX software.

The measurements of production in association with jets have the potential to constrain the QCD

predictions and improve resummation calculations in regions where Sudakov logarithm terms dominate.
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Auxiliary material

Figures from 13 to 20 show the data/MC comparison in the SR using Sherpa 2.2.11 as the signal samples.

Statistical and experimental uncertainties are shown. The Sherpa 2.2.11 signal sample is scaled by a factor

1.08 to match the data.

Figures from 21 to 24 show the Migration Matrices in the ducial phase space for S 2.2.11 MC.
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Figure 13: Data (black dots) comparison with signal and background estinates in the / channel, for
T T

( )

inclusively in
T
+

T
, ( ) in

T
+

T
< 200GeV, ( ) in 200GeV <

T
+

T
< 300GeV, ( ) in

T
+

T
> 300GeV.

The bottom panel shows the ratio of observed data to the expectation. The blue band represents the combined

systematic uncertainties on the estimates, including the statistical uncertainty. The signal prediction is obtained with

Sherpa 2.2.11.
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Figure 19:Data (black dots) comparisonwith signal and background estinates in the / channel, for cos in
T

bins: ( )
T

< 35 GeV, ( ) 35 GeV <
T

< 60 GeV , ( ) 60 GeV <
T

< 90 GeV, ( ) 90 GeV <
T

< 135 GeV,

and ( ) 135 GeV <
T
. The bottom panel shows the ratio of observed data to the expectation. The blue band

represents the combined systematic uncertainties on the estimates, including the statistical uncertainty. The signal

prediction is obtained with Sherpa 2.2.11.
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Figure 20: Data (black dots) comparison with signal and background estinates in the / channel, for in
T

bins: ( )
T

< 35 GeV, ( ) 35 GeV <
T

< 60 GeV , ( ) 60 GeV <
T

< 90 GeV, ( ) 90 GeV <
T

< 135 GeV,

and ( ) 135 GeV <
T
. The bottom panel shows the ratio of observed data to the expectation. The blue band

represents the combined systematic uncertainties on the estimates, including the statistical uncertainty. The signal

prediction is obtained with Sherpa 2.2.11.
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Figure 23: Migration Matrices in the ducial phase space using S 2.2.11 MC, for ( ) (Jet, ), ( ) Jet, and
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Figure 24: Migration Matrices in the ducial phase space using S 2.2.11 MC, for ( ) and ( ) cos .
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